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Abstract— In this paper we present the design of a linear
constrained MPC controller for magnetic actuated small satel-
lites. The controller may be derived by formulating a linear
constrained MPC problem as a multi-parametric quadratic
program (mpQP). The solution will be a piecewise affine
(PWA) function, which may be evaluated at each sample to
obtain the optimal control law. We apply this approach to the
design of an explicit model predictive controller (eMPC) for
the Norwegian student satellite nCube.

I. INTRODUCTION

The purpose of this paper is to derive an attitude con-
troller for a small satellite actuated by means of magnetic
coils. This is an area of research that has attracted much
attention internationally. Noticeable contributions are [2]
and [11], where nonlinear controllers have been proposed,
a recent survey can be found in [16].

In order to handle the constraints on the available current
and power, and limited computational power, we propose
in this paper to solve the problem using an explicit model
predictive control scheme. In [16] a MPC was proposed for
magnetically controlled spacecraft, but to the best knowl-
edge of the authors, the eMPC approach has not previously
been applied to this problem. However, it has recently been
used in [1] for a satellite actuated by means of thrusters
and a reaction wheel. The eMPC approach retains MPC’s
ability to handle constraints, and in addition requires a
small amount of online computational power. This property
is obtained as the controller computation is solved off-
line, requiring only fixed-point arithmetics online, making
it possible to realize the controller i embedded hardware.

For comparison in the simulations, we have implemented
two nonlinear controllers [2] based on feedback from the
angular velocity and attitude measurements, along with a
measurement of the local magnetic field.

An outline of a stability proof using piecewise quadratic
Lyapunov functions is proposed. This will however only
show stability for each linearized model.

The results in this paper are based on the work in [3],
where further details may be found.

A. Explicit Model Predictive Control

Model Predictive Control or MPC, involves solving a
finite horizon optimal control problem at every time step.

The solution of this optimization problem is a series of
control inputs for the whole horizon, giving an open loop
controller. The control action computed for the first time-
step is then applied to the plant, the horizon is shifted
forward one time-step and the process is repeated, with the
current state as initial values. In this manner MPC becomes
a closed loop approach. Due to the shifting of the horizon
this is also referred to asReceding Horizon Controlor RHC.
In this paper we will consider the linearized system

xk+1 = Axk + Buk

yk = Cxk,
(1)

when designing the controller. Wherexk ∈ Rn are the state
variables,uk ∈ Rm are the input variables,A ∈ Rn×n,
B ∈ Rm×m, and (A,B) is a stabilizable pair. In addition
we may have hard constraints on both the states and inputs

xk ∈ X (2)

uk ∈ U, (3)

whereX is a convex closed subset ofRn andU is a convex
compact subset ofRm, both containing the origin in the
interior. A terminal constraint may also be imposed for
stability reasons,

xk+N ∈ Xf ⊂ X, (4)

where N is the prediction horizon.
If we now consider the regulator problem, that is, the

problem of driving the state vector to the origin, the
traditional MPC solves the following convex optimization
problem for the currentxk

min
U,s

[
J(U,x(t)) + ρ‖s‖2L2

]
(5a)

s.t. ymin − s ≤ yt+k|t ≤ ymax + s, k = 1, . . . , N (5b)

umin ≤ ut+k ≤ umax, k = 0, . . . ,M − 1 (5c)

ut+k = Kxt+k|t,M ≤ k ≤ N − 1 (5d)

xt|t = x(t) (5e)

xt+k+1|t = Axt+k|t + But+k, k ≥ 0 (5f)

yt+k|t = Cxt+k|t, k ≥ 0, (5g)



whereJ(U,x(t)) is the quadratic cost function

J(U,x(t)) = xT
t+N |tPxt+N |t

+
N−1∑

k=0

xT
t+k|tQxt+k|t + uT

t+kRut+k, (6)

‖s‖L2 is the L2-norm of the slack variabless, ρ is the
penalty weight of the slack variables,U , [u(k)T ,u(k +
1)T , . . . ,u(k + N − 1)T ]T is the vector of inputs at each
sample time,s , [sT (k), . . . , sT (k+N−1)]T is the vector
of slack variables,K is the control gain matrix when the
input is unconstrained,xt+k|t is the prediction ofxt+k at
time t, andN and M are the output and input constraint
horizons respectively.P ∈ Rn×n, P = PT ≥ 0, R ∈
Rm×m, R = RT ≥ 0,Q ∈ Rn×n, Q = QT ≥ 0. The
final-state weight matrixP is typically computed using the
algebraic Riccati equation. The solution to (5) is now given
as:U∗ = [u∗(k)T ,u∗(k+1)T , . . . ,u∗(k+N−1)T ]T , s∗ =
[s∗(k)T , . . . , s∗(k + N − 1)T ]T

In order to compute the explicit MPC controller, we need
to formulate the linear MPC problem as an mpQP problem.
The details of the derivation are given in [5], [6]. By some
algebraic manipulation the problem may be reformulated as

Vz(x) = min
z

1
2z

T Hz (7)

s.t Gz ≤ W + Sx(t), (8)

wherez , U+H−1FT x(t), x(t) is the current state, which
can be treated as a vector of parameters to the optimization
problem. Note thatH Â 0 sinceR Â 0. The number of
inequalities is denoted by q and the number of free variables
is nz = m ·N . Thenz ∈ Rnz , H ∈ Rnz×nz , G ∈ Rq×nz ,
W ∈ Rq×1, S ∈ Rq×n, F ∈ Rn×q. The optimization
problem (7)-(8) in now considered to be an mpQP, meaning
that we seek a solution on explicit form, as a function of
the parameterx(t).

The task is now to find the explicit solution of this
mpQP problem,z∗ = z∗(x(t)), so that we may use the
definition ofz to find the explicit controllerU∗ as a function
of the state vector. As shown in [6], this can be solved
by applying the Karush-Kuhn-Tucker (KKT) conditions.
Where the KKT-conditions are necessary and sufficient for
an optimal solution for a convex quadratic problem [10].

The solution will then be a continuous PWA function,
defined over a polyhedral partition of the parameter space.
Which may be evaluated at each sample to obtain the control
input

uk = Kixk + ki,∀xk ∈ Xi, (9)

whereKi is the gain-matrix for regioni, ki is a constant
vector,xk the current state andXi is the i’th region.

B. Electromagnetic Actuators

Electromagnetic actuators are often chosen due to the
independence of a limited fuel source, depending instead
on power from solar arrays and batteries and thereby

prolonging the lifespan of the satellite. Electromagnetic
actuators, often referred to as magnetic torquers, are based
on two basic configurations. One is the coil based, where
current is sent through a current loop which generates the
magnetic moment proportional to the area of the coil and
the number of windings. The other type is the magnetic
rod, where wire is winded around a rod made of a high
permeability material. Both variations interact with the
local geomagnetic field, generating a torque vector in the
direction perpendicular to the magnetic moment vector and
the local field direction.

II. MODELLING

In this section, the model of a satellite actuated by means
of electromagnetic torquers will be derived. The notation is
based on [7] and [8].

A. Kinematics

We will describe the attitude kinematics in the form of
Euler parameters, which may be defined from the angle-axis
parametersθ andk

η = cos
θ

2
, ε = k sin

θ

2
, (10)

which gives the corresponding rotation matrix

R(η, ε) = 1 + 2ηε× + 2ε×ε×, (11)

where× denotes the vector cross product operator, andε×

is skew-symmetric. The choice of Euler parameters is mo-
tivated by their properties as a nonsingular representation.

From the properties of the rotation matrix, it can be
shown that

Ṙb
o = (ωb

bo)
×
Rb

o = −(ωb
ob)

×
Rb

o, (12)

where ωb
bo is the angular velocity of the body frameFb

with respect to the orbit frameFo, andRb
o is the rotation

matrix between frames.Fo has its origin in the satellites
center of mass, its z-axis always pointing towards Earth
(nadir direction), its y-axis is chosen in the direction of the
negative orbit normal and finally the x-axis is chosen in
order to complete a right-handed system.

Using (11) and (12) the kinematic differential equations

η̇ = − 1
2εT ωb

ob (13a)

ε̇ = 1
2 [ηI + ε×]ωb

ob, (13b)

can be derived.

B. Dynamics

Assuming that the satellite is a rigid body, with the body
coordinate frame coinciding with the principal axes, we may
write the attitude dynamics as [9]

Iω̇b
ib + (ωb

ib)
×Iωb

ib = τ b
e , (14)

whereI = diag(ixx, iyy, izz) is the inertia matrix,ωb
ib is the

body frame’s angular velocity relative to the inertial frame
Fi, andτ b

e is the external torque given inFb.



Further, we assume that the only external torques of
importance are the gravity gradientτ b

g and the torqueτ b
m

supplied by the actuators:

τ b
g = 3ω2

o(zb
o3)

×I(zb
o3) (15a)

τ b
m = (mb)×Bb(t), (15b)

whereωo is the satellites angular velocity about the earth,
assuming a circular orbit,zb

o3 is the earth pointing vector,
mb is the magnetic moment exerted by the actuators and
Bb(t) is the geomagnetic field.

Since we are concerned with the satellite’s orientation
relative toFo, we would also like the model to represent
the angular velocity ofFb relative to this frame. Using the
assumption of a circular orbit, we define the relationship
between the angular velocities as

ωb
ib = ωb

ob + Rb
oω

o
io and ω̇b

ib = ω̇b
ob + Ṙb

oω
o
io, (16)

whereωo
io = [0 − ωo 0]T .

Inserting (15a), (15b) and (16) into (14), we may express
the complete nonlinear dynamics as

ω̇b
ob = −I−1(ωb

ob + Ro
bω

o
io)×I(ωb

ob + Ro
bω

o
io)

+ 3ω2
oI
−1(zb

o3)
×I(zb

o3) + (ωb
ob)

×Rb
oω

o
io

+ I−1(mb)×Bb(t). (17)

C. Linearizing

In order to derive the eMPC controller we linearize the
nonlinear model. Define a state vectorx , [(ωb

ob)
T , η, εT ]T

and an input vectoru , mb. The complete nonlinear
model can now be written aṡx = f(t,x,u). Using Taylor
expansion we linearize the model about the set-point
xp = [0, 0, 0, 1, 0, 0, 0]T and
up = [0, 0, 0]T , and obtain the linear model:

∆ẋ = Ac∆x + Bc∆u, (18)

whereAc andBc are given by

Ac , ∂f
∂x

∣∣∣
xp

and Bc , ∂f
∂u

∣∣∣
up

, (19)

where

Ac =




0 0 (1−kx)ω0

0 0 0
(kz−1)ωo 0 0

0 0 0
1
2 0 0
0 1

2 0
0 0 1

2

0 −8kxω2
o 0 0

0 0 −6kyω2
o 0

0 0 0 −2kzω2
o

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




(20a)

and

Bc =




0 0 0
0 0 0
0 0 0
0 0 0

0 Bb
z

ixx
−Bb

y

ixx

−Bb
z

iyy
0 Bb

x

iyy

Bb
y

izz
−Bb

x

izz
0




, (20b)

wherekx = iyy−izz

ixx
, ky = ixx−izz

iyy
, andkz = iyy−ixx

izz
.

III. C ONTROL DESIGN

A. Explicit MPC controller

In this section we will derive the eMPC controller for
the electromagnetic actuated satellite. Upon inspection of
the linear model, we see that the stateη is uncontrollable.
However using the quaternion redundancyη2 + εT ε = 1,
we see that we may controlη throughε. We may therefore
excludeη from the rest of the analysis and design.

Another issue is the time varying input matrixBc. This
matrix is dependent on the local magnetic field inFb.
From the model of the magnetic field, we know that this
varies periodically about 0 when measured inFo. Assuming
small attitude deviations from the set-point,Fb coincides
with Fo, and Bb may be set equal toBo. A problem
that arises is when the field changes sign, resulting in a
positive feedback loop. One solution is to estimate the
absolute value of the field strength along each axis, make
8 input matrices for each combination of signs and create
one controller for each resulting model. Since the sign of
the local field is measured, we may switch between the
appropriate controllers.

Next, we define a proper scaling of the model. This is
important due to numerical sensitivity in the mpQP algo-
rithm, which may occur when there are large differences
in the order of magnitude between the matrix elements. To



obtain the scaled model we first define the scaled variables
and inputsx̄ , N−1

x x and ū , N−1
u u, where the scaling

matrices are defined as

Nx = diag(
[
1 1 1 10−3 10−3 10−3

]
) (21a)

Nu = diag(
[
0.1 0.1 0.1

]
). (21b)

A scaled model may then be written

˙̄x = N−1
x ANxx̄ + N−1

x BNuū

= Āx̄ + B̄ū. (22)

Using the scaled model, we discretize the system with
a time-stepTs of 0.5 seconds, using the first order hold
method.

TABLE I

ALGORITHM PARAMETERS

Parameter Value

Q diag{10, 100, 100, 10, 10, 10}
R diag{100000, 100000, 100000}

N (Horizon) 10

ρ 1

Parameter space −[10, 10, 10, 1, 1, 1]T ≤
x ≤ [10, 10, 10, 1, 1, 1]T

Actuator constraints −1 ≤ ui ≤ 1∀i ∈ {1, 2, 3}

Using the parameters in Table I, we employ the mpQP
algorithm. The solution is a polyhedral partitioning of the
parameter spaceX, into 21 regions, where for each region
the optimal linear state-feedback control law is given by (9)
The solution is thus 8 PWA controllers which are scheduled
according to the measured sign of the magnetic field.

B. Nonlinear controllers

To asses the performance of the eMPC controller, we
have implemented two nonlinear controllers (23) and (24),
which based on feedback from the angular velocity and
attitude [2]:

mb = hωb
ob ×Bb (23)

mb = hωb
ob ×Bb − αε×Bb, (24)

whereh > 0 andα > 0 are constants.

IV. STABILITY

Stability of the linearized system with eMPC control can
be derived using a piecewise quadratic Lyapunov function,
as suggested by [14], by defining the closed-loop system as
a PWA system:

xk+1 = Aixk + ai, ∀xk ∈ Xi (25)

whereAi ∈ Rn×n,ai ∈ Rn and the state belongs to the
set of statesX ⊂ Rn. The set of cells{Xi}s

i=1 represent
a polyhedral partition ofX, i.e. each setXi is a (not
necessarily closed) convex polyhedron such that the origin
belongs toX.

In [14] S - PWQ stable with relaxations, is presented as
the least conservative criterion:

Pi − ĒT
i ŪiĒi > 0, ∀i ∈ I (26)

ĀT
j PiĀj − γPj + ĒT

i Z̄ijĒi < 0, ∀(i, j) ∈ S, (27)

whereI is the set of indices denoting the regions of the
state-space, andS denotes the set of ordered pairs(i, j)
of possible transitions between regions. If we can find
a feasible solutionPi = PT

i ,Ūi and Z̄ij for this LMI,
the origin is exponentially stable onX0 with a degreeγ.
We may now refer to the system asS-PWQ stable with
relaxations.

The stability of the satellite system is currently being
investigated.

V. SIMULATIONS

In this section we present simulations of the different
controllers. The Norwegian student satellite is used as a
case. Further information on this project can be found in
[12] and [13]. The simulation parameters are summarized
in Table II.

In the remainder the controller parameters for the non-
linear controllers are

h = 2.25× 105

α = 450.

The controllers were tuned for best possible performance.
The eMPC controller is derived using the parameters of
Table I.

TABLE II

SIMULATION PARAMETERS

Parameter Value

Inertia matrix diag{0.1043, 0.1020, 0.0031}
[kgm2]

Maximal magnetic moment 0.1 [Am2]

Desired Euler angles [0 0 0]T [deg]

Desired angular velocity [0 0 0]T [rad/s]

Pointing accuracy required ±10◦ on roll and pitch

Orbit angular velocity -ωo 1.083× 10−3 [rad/s]

Orbit period 5801.6 [sec]

Initial attitude Φ = [20, 40, 60]T [Deg]

Initial angular velocity ωb
ob = [5,−3, 3]T × 10−3 [rad/s]

The model is simulated with the presence of noise on
the inputs to simulate disturbance torques and on the
measurements of the magnetic field. The magnetic field
values is generated using an orbit propagator and the IGRF
2000 model of the Earth’s magnetic field [15].

As can be seen from fig. 1 and 2, both the eMPC
controller and the nonlinear controller 2, manages to steer
the state to the required accuracy. However, the nonlinear
controller 1 points the satellite in the negative nadir direc-
tion.
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Fig. 1. The Euler angles

Fig. 4 and 3 shows that the energy consumption is clearly
decreased in the case of the eMPC controller, and shows
a lower peak in the power drawn from the power supply.
An attempt was made to tune the nonlinear controller 2,
through the variablesh and α, in order to minimize the
energy consumption while keeping the desired accuracy.
The consumption was decreased to about 8 J for 10 orbits,
thus still higher than with eMPC control. On the other hand,
the control law (24) results in the fastest convergence of the
three controllers.

VI. DISCUSSION

It is clear that although the proposed controller achieves
the required accuracy in roll and pitch, the nonlinear con-
troller with attitude feedback does outperform it, at the cost
of higher energy consumption. In particular the transient
response is faster, and a greater accuracy is maintained at
steady-state.

Nonlinear model predictive control (NMPC) would prob-
ably outperform the proposed controller, but the compu-
tational requirements for NMPC makes this an infeasible
solution for satellite control.

VII. CONCLUSIONS

We have in this paper presented the design of an ex-
plicit model predictive controller and compared it to other
possible control schemes. The results show a decrease in
total energy consumption while still maintaining the desired
accuracy. Hence it has been shown to be a highly attractive
solution for satellite control, where energy consumption is
of the greatest importance.
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[2] Wiśniewski, R. and Blanke, M., ”Fully magnetic attitude control for
spacecraft subject to gravity gradient”,Automatica, Vol. 35, pp. 1201-
1214, (1999).

[3] Krogstad, T. R., ”Attitude Control and Stability Analysis of Satellites
in Earth and Moon Orbits”,Msc. Project work, Norwegian University
of Science and Technology, (2004)

[4] Tøndel, P., T. A. Johansen and A. Bemporad, ”An algorithm for
multiparametric quadratic programming and explicit MPC solutions”,
Automatica, Vol. 39, pp. 489-497, (2003).

[5] Tøndel, P., ”Constrained Optimal Control via Multiparametric
Quadratic Programming”,Ph.D. Thesis, Norwegian University of
Science and Technology, (2003).

[6] Bemporad, A., M. Morari, V. Dua and E. N. Pistikopoulos, ”The ex-
plicit linear quadratic regulator for constrained systems”,Automatica,
Vol. 38, pp. 3-20, (2002).

[7] Hughes, P. C., ”Spacecraft attitude dynamics”,John Wiley & Sons,
(1986).

[8] Egeland, O. and J. T. Gravdahl, ”Modeling and Simulation for Au-
tomatic Control”,Marine Cybernetics, Trondheim, Norway, (2002).

[9] Fossen, T.I., ”Matematiske modeller for styring av fly og satelitter”,
Technical report, Norwegian University of Science and Technology,
(1998).

[10] Nocedal, J. and Wright, S.J., ”Numerical Opimization”,Springer-
Verlag, (1999).

[11] Lovera, M. and Astolfi, A., ”Spacecraft Attitude Control Using
Magnetic Actuators”,Automatica, Vol. 40, pp. 1405-1414, (2004).
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